
Published: September 27, 2011

r 2011 American Chemical Society 21865 dx.doi.org/10.1021/jp2040696 | J. Phys. Chem. C 2011, 115, 21865–21873

ARTICLE

pubs.acs.org/JPCC

Theoretical Characterization of the PC60BM:PDDTT Model for an
Organic Solar Cell
Yuanzuo Li,†,‡ Tonu Pullerits,§ Meiyu Zhao,||,^ and Mengtao Sun*,†

†Beijing National Laboratory for Condensed Matter Physics, Institute of Physics, Chinese Academy of Sciences, P.O. Box 603-146,
Beijing, 100190, People's Republic of China
‡College of Science, Northeast Forestry University, Harbin 150040, People's Republic of China
§Department of Chemical Physics, Lund University, Box 124, Lund 22100, Sweden

)Institute of Theoretical Simulation Chemistry, Academy of Fundamental and Interdisciplinary Sciences,
Harbin Institute of Technology, Harbin 150080, People's Republic of China
^Department of Chemistry, University of Alberta, Edmonton, Alberta T6G 2G2, Canada

1. INTRODUCTION

The annual energy input of solar irradiation on Earth (5% UV,
43% visible, 52% IR) exceeds the world’s yearly energy consump-
tion by several orders of magnitude.1 In this context organic solar
cells are becoming very attractive, due to their numerous potential
advantages over traditional silicon-based solar cells. For example
low cost, flexibility, large-area capability, and easy processing.2

The active layers in organic solar cells typically consist of two
components, an electron donor (D) and an electron acceptor
(A) material, assembled either into a bilayer structure or in the
form of a blend.3 Fullerene and its derivates are the most used
electron-acceptor materials.4�6 For the electron donor materials,
one of the most important properties is a strong absorption
covering a broad spectral region whereas the band gap is less than
2 eV.7�10 Another important issue is minimizing the loss pro-
cesses in the bulk during the exciton and charge transport. The
photocurrent generation in the polymer solar cells generally
involves five steps:5 (1) absorption of light by the active layer,
resulting in creation of excitons; (2) excitons transport to the
donor�acceptor interface; (3) dissociation of excitons at the inter-
face of electron donor/acceptor and formation of free charges;
(4) transport of the charges under an electric field; and (5) charge
collection by electrodes.

In order to promote deeper understanding of the connection
between chemical structures and the optical and electronic proper-
ties of the donor�acceptor system, and rational design of novel
donor�acceptor systems, theoretical calculations play an im-
portant role. From the viewpoint of electronic structure, the

donor�acceptor system should have strong electronic coupling
whereas the exciton binding energy should be low. Quantum
mechanical calculations on donor�acceptor complexes can provide
important information about these properties and predict optical
absorption spectra of the donor�acceptor system.3 In order to be
manageable, in these calculations the complex issues of a realistic
condensed phase environment of the donor�acceptor system
are usually neglected. In order to evaluate such calculations, some
key results have to be compared with experiment. The exciton
binding energy is easy to check with an optical experiment. An
electrochemistry experiment can be used to evaluate the oxida-
tion and reduction potentials, which reveal the HOMO�LUMO
gap.11 Femtosecond transient absorption and time-resolved
emission measurements can be employed to study the dynamics
of charge transfer and charge recombination.11 Time-resolved
studies of the solar cells are of particular importance since the
transport of the charges in a cell is under the influence of an external
electric field.12 Marcus theory13 has been widely employed to
describe the dynamics of charge transfer and charge recombina-
tion in any donor�acceptor system including the organic solar
cells. To obtain efficient charge transfer and slow charge recombina-
tion, the ΔG (the free energy change) should be optimized.14

Recently, Gong et al.9 experimentally investigated highly efficient
polymer photodetectors (PDs) with broad spectral response from
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ABSTRACT: We use time-dependent density functional the-
ory together with a set of extensive multidimensional visualiza-
tion techniques to characterize band gap, optical absorption
properties, intramolecular and intermolecular charge transfer,
exciton binding energy, charge transfer integral, and the rate of
charge transfer and recombination in the PC60BM:PDDTT
model of an organic solar cell. These theoretical methods and
calculation techniques not only promote deeper understanding
of the connection between chemical structures and the optical
and electronic properties of the donor�acceptor system but
also can be used to rational design novel donor�acceptor system.
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300 to 1450 nm. The devices are composed of a narrow band
gap poly(5,7-bis(4-decanyl-2-thienyl)-thieno(3,4-b)diathiazole-
thiophene-2,5) (PDDTT) and (6,6)-phenyl-C61-butyric acid
methyl ester (PC60BM), and the efficiency of the polymer PD
is comparable to or even better than those from Si and InGaAs
PDs. Stimulated by this recent experimental report, we investi-
gate the electronic structure, electronic coupling, and optical
properties of the system using quantum chemistry. Directionality
and electron�hole coherence of charge transfer upon electronic
transitions are investigated with the three-dimensional (3D)
real space representation15 and the two-dimensional (2D) site
representation.16 We also calculate dynamics of charge transfer
and charge recombination using Marcus theory. We conclude
that the system is an excellent candidate for donor�acceptor
heterojunction for organic solar cell.

2. METHODS

All quantum chemistry calculations were done with Gaussian
09 software.17 The ground-state geometries of PC60BM, PDDTT
(see Figure 1), and PC60BM�PDDTT complex were optimized
with density functional theory (DFT),18 B3LYP functional,19

and 6-31G(d) basis set. In the calculations, R = C10H21 (the side
chain of PDDTT) was repacked by H, because they merely aid in
improving solubility without affecting electronic properties.20 In
the calculations of PDDTT and PC60BM�PDDTT complex, n=
1 and 2 are used to study the size effect on optical absorption.
When n = 2, an additional thiophene was added to keep the
symmetry. Partial density of states (PDOS) were visualized with
GaussSum software.21 To study the reorganization energy in
Marcus theory, the positively charged geometry of PDDTT and
negatively charged geometry of PC60BM were also optimized
with DFT, B3LYP functional, 6-31G(d) basis set, and then the
energy of the neutral PC60BM, based on the optimized negative
charged geometry, was obtained from single point energy calcu-
lations at the same level of theory. Electronic transitions in optical
absorption were computed with time-dependent DFT (TD-
DFT),22 CAM-B3LYP functional,23 and 6-31G(d) basis set. Note
that the long-range-corrected functional (CAM-B3LYP)23 was

employed for the non-Coulomb part of exchange functional.
Tretiak et al.24 have studied exciton size in conducting poly-
mers by TD-DFT, using the adiabatic local density approx-
imation (ALDA), gradient-corrected functionals, and hybrid
functionals, and found that B3LYP represents a practical and
accurate way for the correct description of excited states in
such systems. They found that the B3LYP results are in good
agreement with experimental band gap. To calculate charge
transfer integral (electronic coupling matrix), the Generalized
Mulliken�Hush (GMH) model25 and the finite field method
on the excitation energy of the donor�acceptor heterojunc-
tion were employed.26

The TD-DFT calculations provide the singlet excited states
|Snæ represented by vectors Cn,ai

CI based on configurations of
unoccupied and occupied molecular orbitals a and i, respectively.
The molecular orbitals are in turn given by linear combination of
atomic orbitals (LCAO) μ and ν with coefficients caμ

LCAO and
caν
LCAO. In order to characterize the excited stat,e we define two
matrixes15

QðnÞ
μν ¼ 1ffiffiffi

2
p ∑

a ∈ unocc
i ∈ occ

CCI
n, aiðcLCAOaμ cLCAOiν þ cLCAOiμ cLCAOaν Þ

PðnÞμν ¼ iffiffiffi
2

p ∑
a ∈ unocc
i ∈ occ

CCI
n, aiðcLCAOaμ cLCAOiν � cLCAOiμ cLCAOaν Þ

ð1Þ
which are (anti)symmetric for exchange of the atomic orbitals
and normalized as

∑
μ, ν

jQ ðnÞ
μν j2 ¼ ∑

μ, ν
jPðnÞμν j2 ¼ 1 ð2Þ

In the collective electron oscillator (CEO) model16 the excited
state |Snæ is described by a harmonic oscillator with oscillating
coordinate Qμν

(n) cos(ωnt) and momentum P(n) sin(ωnt) for the
transition frequencyωn. For visual characterization of the excited
states, we use two different representations of the matrices Qμν

(n)

and Pμν
(n).

Real-Space Representation. In real space the oscillating
CEO coordinate and momentum are given as15

Qnðr, r0; tÞ ¼ ∑
μν

ϕAOμ ðrÞQ ðnÞ
μν ϕAOν ðr0Þ cosðωntÞ

Pnðr, r0; tÞ ¼ ∑
μν

ϕAOμ ðrÞPðnÞμν ϕAOν ðr0Þ sinðωntÞ
ð3Þ

The diagonal slice for r = r0 results in

Qnðr, r; tÞ ¼ ffiffiffi
2

p
Fn0ðrÞ cosðωtÞ

Pnðr, r; tÞ ¼ 0
ð4Þ

The amplitude of the former is given by the so-called transition
density (TD)

Fn0ðrÞ ¼ 1ffiffiffi
2

p ∑
μ, ν

ϕAOμ ðrÞQ ðnÞ
μν ϕ

AO
ν ðrÞ ð5Þ

Figure 1. Chemical structures of PDDTT and PC60BM.
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The transition density contains information about the spatial
location of the excitation27 and is directly related to the transition
dipole

μn0 ¼ e
Z

rFn0ðrÞ d3r ð6Þ

Besides the transition density, the charge difference density
(CDD)28

ΔFnnðrÞ ¼ 2i ∑
μ, ν, k

ϕAOμ ðrÞQ ðnÞ
kμ P

ðnÞ
kν ϕ

AO
ν ðrÞ ð7Þ

is an important quantity for real-space characterization of
excitons. It represents the difference of electron distribution
between the excited state |Snæ and the ground state |S0æ. In the
present work, both transition and charge difference density are
represented by isosurfaces based on a 3D grid of approximately
100000 cubes.

Site Representation. For site representation of the CEO
coordinate and momentum we define

Q ðnÞ2
AB ¼ ∑

μ ∈ A

ν ∈ B

jQ ðnÞ
μν j2 and PðnÞ2AB ¼ ∑

μ ∈ A

ν ∈ B

jPðnÞμν j2
ð8Þ

respectively.15,29 This means that the matrices Qμν
(n) and Pμν

(n) are
merged for atomic orbitals belonging to atomic sites A and B,
respectively. Thus PAB

(n)2 gives the intensity of electron�hole
oscillations between the atomic sites A and B in electronic state n,
while QAB

(n)2 is a measure of the delocalization of the exciton.
Note that for Frenkel excitons the occupation of QAB

(n)2 and PAB
(n)2

is limited to pairs of atomic centers A and B belonging to the

same monomeric unit. For the neutral polymer, only QAB
(n)2 is

employed, since the excited state properties of PAB
(n)2 are similar to

QAB
(n)2. For the charged polymer both PAB

(n)2 and QAB
(n)2 need to be

used.15 Analogous the real-space wave function mapping of

Figure 2. Partial density of state (PDOS) of PC60BM, PDDTT with n = 2 and 1, PC60BM�PDDTTn=2 and PC60BM�PDDTTn=1.
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exciton wave functions have also been computed by Barford and
co-workers.30

3. RESULTS AND DISCUSSION

3.1. Ground-State Properties.On the basis of the optimized
ground-state geometries of PC60BM, PDDTT, and PC60BM�
PDDTT complex, the partial density of states (PDOS) were cal-
culated and are presented in Figure 2. With the PDOS, we can
find the % contribution of a group to each molecular orbital. We
found that for PC60BM all the density on the C60 for HOMOs
and LUMOs is in the range from �6.5 to �1 eV, and the band
gap (Ebg = |ELUMO � EHOMO|) is 2.338 eV. Compared with
PC60BM, the energy level of HOMO of PDDTT is significantly
increased (see panels b and c of Figure 2 for n = 2 and n = 1,
respectively), so the open circuit-voltage Voc can be estimated
with

Voc e jEHOMOðDÞ � ELUMOðAÞj=e� 0:3 V ð9Þ
where the value of 0.3 V in eq 9 is an empirical factor.10 Voc ≈
1.09 V for the unit n = 2. Furthermore, from panels b and c of
Figure 2, the most density on HOMOs in the range from�7.5 to
�4 eV is localized on the thiophene units, while most density on
LUMOs around �3 eV is localized on the DDT units, so the
electronic transitions involving these orbitals are intramolecular
charge transfer excited states, where electron transfer from
thiophene to DDT occurs. The band gaps of PDDTT are 1.25
and 1.71 eV for n = 2 and n = 1, respectively. Therefore, the Voc

and Ebg will be decreased slightly with the increase of the repeat
units of polymer.
From panels d and e of Figure 2, the densities on HOMO and

HOMO-1 are fully localized on PDDTTn=2, and the energy levels
of HOMO and HOMO-1 are similar with that of PDDTTn=1.

The densities of LUMOs with energy levels below �1.5 eV are
almost localized on PC60BM, except for that of HOMO, where
the density is localized on PDDTTn=2. The band gap (Ebg) of
PC60BM-PDDTTn=2 complex is Ebg = 1.251 eV. For PC60BM�
PDDTTn=1 complex, the Ebg = 1.687 eV.
3.2. Electronic Transitions in Optical Absorption. The

electronic transitions in optical absorption were calculated with
TD-DFT method, where the long-range-corrected functional
(CAM-B3LYP)22 has been employed for the non-Coulomb part
of the exchange functional. The calculated transition energies
and oscillator strengths of PDDTT are listed in Table 1. It is
found that with the increase of units of PDDTT, the first strong
peak in absorption is red-shifted by 0.34 eV. The simulated
optical absorption spectra of PDDTT can be seen in Figure 3a.
There are three strong absorption peaks. Clearly n = 2 is already
sufficient for PDDTT to perform representative calculations,
since the calculated first absorption peak is at 852 nm, and the
experimental absorption peak is at 860 nm.
Intramolecular charge transfer upon electronic transitions for

PDDTT is visualized with charge difference density. It is found
that charge transfer occurs from thiophene units to DDT units in
the lowest electronic transition (see Figure 4). The charge tran-
sfer properties of S4 are similar with those of S1. While for the
third strong absorption (S5), we can see that electron transfers
from the outer thiophene unit to the inner thiophene units.
These excited state properties were further confirmed by 2D site
representation (see Figure 5), where electron�hole coherences
are visualized. For S1, electron�hole coherence is strong between
left DDT and the left outer T2 and inner T3 but is negligible with
the right outer T2. The same result of electron�hole coherence
for right DDT with right outer T2 and inner T3 can be seen in
Figure 5a. The S5 is clearly the ππ* transition on inner T3, since
electron and hole are all localized on that unit (see Figure 5b).

Table 1. Calculated Transition Energies (eV, nm) and Oscillator Strengths (f) for Polymer

n = 2 n = 1

eV (nm) f CI coefficients eV (nm) f

S1 1.4551 (852.09) 2.0205 0.61 (H f L) 1.7948 (690.79) 0.4807

S2 1.7076 (726.06) 0.0001 0.56 (H f L + 1) 3.3548 (369.58) 0.3236

S3 2.4776 (500.42) 0.0035 0.52 (H � 1 > L) 3.4615 (358.18) 0.4456

S4 2.6029 (476.34) 0.2937 0.51 (H � 1 > L + 1)

S5 2.9778 (416.36) 1.1416 0.57 (H f L + 2)

Figure 3. Optical absorption spectra of PDDTT and PC60BM.
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From transition density in Figure 6, one can understand why
the S2 has a weak absorption. There are two subtransition dipole
moments with opposite orientations which almost cancel out
each other; consequently, the total transition dipole moment is
small. For S1, one can see that the transition dipole moment is a
sum of many small transition dipole moments, one per mono-
meric unit.15

The simulated optical absorption spectra of PC60BM can be
seen in Figure 3b. We found that the strong absorption peaks
(S26, S35, and S37) are within the ultraviolet region. The first singlet
excited state is at about 511 nm with a weak absorption. Charge
difference density (see Figure 7) reveals that S1 is localized exci-
tation on C60, since electron and hole are all localized on C60. S26,
S35, and S37 are dominantly localized excited states (where electron
and hole are localized on C60), as well as electrons transfer from
phenyl to C60. The calculated electronic transitions with oscil-
lator strengths for the lowest 40 singlet excited states are listed in
the Table 2.
Electronic transitions of PDDTT�PC60BM complex are

listed in the Table 3. There are three strong absorption peaks
S1, S10, and S18. From charge difference density in Figure 8, we
conclude that these three peaks are localized excitations of PDDTT.
Electrons transfer from outer and inner thiophene units to DTT
units for S1 and S10, which are similar with those of S1 and S4
of PDDTT in Figure 4. For S18, electrons transfer from outer

thiophene units to DTT units, and for inner thiophene units, it is
aππ* transition, which is similar to S5 of PDDTT in Figure 4.We
also conclude from Figure 8 that the lowest intermolecular charge
transfer excited state is S3, and the degenerate excited state S4
(with S3) is also an intermolecular charge transfer excited state.
Furthermore, S3 and S4 are not pure intermolecular charge transfer
excited states, since electron and hole are also localized on C60, so
for PC60BM it is a localized excited state. S6 is a pure intermole-
cular charge transfer excited state, since electron and hole are
localized onPC60BMandPDDTT, respectively. S5 is a pure localized
excited state for PC60BM—both electron and hole are localized
on PC60BM.
3.3. Exciton Transport. After formation of excitons, the next

step is excitation transport to the donor�acceptor interface. Exciton
transport competes with possible loss processes like lumines-
cence or radiative recombination to the ground state. The lifetime of
an exciton (τexc) is determined by the reciprocal value of all
radiative and nonradiative decay rates. For an efficient solar cell
the majority of excitons should reach the interface within τexc.

Figure 4. Charge difference densities of the polymer, where the green
and red colors stand for the hole and electron, respectively.

Figure 5. 2D site representation of transition density matrix for S1 and S5, and the color bars are shown at the right of figure.

Figure 6. Transition densities of the PDDTT, where the green and red
colors stand for the hole and electron, respectively.

Figure 7. Charge difference densities for different electronic excited states,
where the green and red stand for the hole and electron, respectively.
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Transport of the excitons may involve an initial coherent stage
followed by incoherent hopping-like diffusion.31 The distance an
exciton is able to cross, Lexc, is given by

Lexc ¼ ðDexcτexcÞ1=2 ð10Þ

in which Dexc is the diffusion coefficient of the excitons. Usually,
τexc for molecular materials is several nanoseconds, and Lexc is
generally limited to 10 nm. The dynamics of exciton migration is
usually treated with Monte Carlo modeling32,33 and is beyond
the scope of the current study.
3.4. The Exciton Binding Energy. Exciton dissociation is a

two-step process,34 where excitons are first separated to less strongly

bound polaron pairs and, finally, to free polarons. In order to
dissociate excitons to polarons, the large binding energy has to be
overcome. The exciton binding energy is one of the key param-
eters that govern the physics of many optoelectronic organic
devices. It is directly related to the charge separation in organic
solar cells. The exciton binding energymainly originates from the

Table 2. Calculated Transition Energies (eV, nm) and
Oscillator Strengths (f) for PC60BM

eV (nm) f

S1 2.4253 (511.22) 0.0021

S2 2.4540 (505.23) 0.0000

S3 2.5277 (490.51) 0.0000

S4 2.5501 (486.20) 0.0000

S5 2.6748 (463.52) 0.0001

S6 2.7224 (455.42) 0.0003

S7 2.7847 (445.23) 0.0000

S8 2.8357 (437.23) 0.0000

S9 2.8672 (432.42) 0.0008

S10 2.9520 (419.99) 0.0013

S11 2.9845 (415.43) 0.0020

S12 3.0005 (413.21) 0.0000

S13 3.0943 (400.69) 0.0001

S14 3.1425 (394.54) 0.0020

S15 3.1784 (390.08) 0.0104

S16 3.4602 (358.32) 0.0015

S17 3.5119 (353.04) 0.0000

S18 3.5376 (350.48) 0.0016

S19 3.6969 (335.37) 0.0012

S20 3.7131 (333.91) 0.0001

S21 3.7189 (333.39) 0.0094

S22 3.7800 (328.00) 0.0011

S23 3.7892 (327.20) 0.0000

S24 3.8513 (321.93) 0.0081

S25 3.8896 (318.76) 0.0001

S26 4.0465 (306.40) 0.0898

S27 4.0585 (305.49) 0.0170

S28 4.1108 (301.61) 0.0023

S29 4.1410 (299.41) 0.0011

S30 4.1585 (298.15) 0.0252

S31 4.1820 (296.47) 0.0007

S32 4.2354 (292.73) 0.0027

S33 4.2377 (292.58) 0.0192

S34 4.3411 (285.60) 0.0232

S35 4.3565 (284.60) 0.2092

S36 4.3753 (283.37) 0.0160

S37 4.3835 (282.84) 0.1617

S38 4.4115 (281.05) 0.0006

S39 4.4136 (280.92) 0.0241

S40 4.4937 (275.91) 0.0467

Table 3. Calculated Transition Energies (eV, nm) and
Oscillator Strengths (f) forPDDTT�PC60BM

eV (nm) f

S1 1.4558 (851.65) 1.9568

S2 1.6982 (730.08) 0.0084

S3 2.4216 (512.00) 0.0009

S4 2.4288 (510.48) 0.0009

S5 2.4537 (505.29) 0.0000

S6 2.4623 (503.54) 0.0000

S7 2.4795 (500.04) 0.0039

S8 2.5285 (490.34) 0.0001

S9 2.5472 (486.74) 0.0000

S10 2.5981 (477.22) 0.2231

S11 2.6391 (469.79) 0.0051

S12 2.6767 (463.20) 0.0001

S13 2.7244 (455.08) 0.0003

S14 2.7867 (444.91) 0.0000

S15 2.8338 (437.52) 0.0000

S16 2.8637 (432.95) 0.0009

S17 2.9523 (419.95) 0.0009

S18 2.9805 (415.99) 1.0130

S19 2.9880 (414.94) 0.0397

Figure 8. Charge difference densities for different electronic excited
states, where the green and red stand for the hole and electron,
respectively.
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Coulomb interaction energy between the cation of donor and
anion of acceptor and is calculated as35

ECoul ¼ ∑
d ∈ D, h ∈ a

ε
qdqa
rda

ð11Þ

where qd and qa are the partial charges on atoms d and a from
donor cation and acceptor anion, respectively, rda is the distance
between these atoms, and ε is the dielectric constant. The esti-
mation of ECoul from theory can been done using different appro-
aches, which has been discussed before.15 A charge carrier becomes
free from the Coulomb attraction of an opposite charge when EB
e kBT, which amounts to 25 meV at room temperature. Usually
the exciton binding energy is taken as the difference between the
electronic and optical band gap energy.36 The electronic band
gap can be approximated as energy difference of HOMO and
LUMO, while the optical gap is taken as the first singlet excitation
energy. In that way we obtain the exciton binding energy of
PDDTT for n = 2 as 0.065 eV.
3.5. Nonlinear Effect on Properties of Electronic Excited

States and Photoexcitations. For organic solar cells, the transport
of the charges occurs under the influence of an external electric field.
Therefore, we will now study properties of excited states and pho-
toexcitations under the external electric field. Linear and nonlinear
optical spectroscopies for studying properties of excited states and
photoexcitations on organic solar cell have been employed.12 By use
of a finite field method on the excitation energy, the transition
energy dependence on the static electric fieldF can be expressed as26

EexcðFÞ ¼ Eexcð0Þ �ΔμF � 1
2
ΔαF2 ð12Þ

where Eexc(0) = ΔE is the excitation energy at zero field and Δα is
the change in the polarizability.We study the nonlinear effect for the
third and the forth excited states; since S3 and S4 are the lowest
intermolecular charge transfer excited states, they are almost degen-
erate in energy. From the eq 12 we obtainΔμ = 11.5 au (29.23 D)
and Δμ = 4.0 au for S3 and S4, respectively. The orientation of
external electric field is along the y axis, which can be seen from
Figure 9.
3.6. Rate of Charge Transfer inMarcus Theory.The rates of

exciton dissociation and charge recombination were evaluated
using the Marcus theory13

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4π3

h2λkBT

s
jVDA j2 exp � ðΔG þ λÞ2

4λkBT

 !
ð13Þ

where λ is the reorganization energy, VDA is the electronic
coupling (charge-transfer integral) between donor and acceptor,

ΔG is the free energy change for the electron transfer reaction, kB
is the Boltzmann constant, h is Planck’s constant, and T is the
temperature (we setT= 300 K in our calculations). In the exciton
dissociation and charge recombination, ΔG = ΔGCT and ΔGCR,
respectively.
The charge transfer integral (electronic coupling matrix) can

be calculated with the Generalized Mulliken�Hush (GMH)
model.25 In the two-state (S0 and Sn states) formulation

VDA ¼ μtrΔEffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔμÞ2 þ 4ðμtrÞ2

q ð14Þ

where μtr is the calculated transition dipole moment along the y
axis (see Figure 9),Δμ is the dipole moment difference between
the two states, and ΔE is the vertical excitation energy. Δμ in
eq 14 can be estimated by using a finite fieldmethod on the excitation
energy (see above). Since S1 and S2 of PDDTT�PC60BM complex
are localized excited states of PDDTT. VDA(S3r0)) was esti-
mated with S3, which is the lowest intermolecular charge transfer
excited state, and the calculated μtr = 0.0312 au (0.0973 D) for S3
and the fitted VDA(S3r0) ≈ 49.0 cm�1. Note that the S3 and S4
charge transfer excited states are degenerate in energy, so we
should also consider the three-state Mulliken�Hush model. The
calculated μtr = 0.0079 au (0.02 D) for S4 and VDA(S4r0) ≈
17.0 cm�1. So, considering the three-state Mulliken�Hush,
VDA = VDA(S3r0) + VDA(S4r0) = 66.0 cm�1.
The reorganization energy λ consists of inner reorganization

energy and outer reorganization energy.37 The inner reorganiza-
tion energy arises from the change in equilibrium geometry of the
donor (D) and acceptor (A) sites consecutive to the gain or loss
of electronic charge upon electron transfer. The outer reorgani-
zation energy is due to the electronic and nuclear polarization/
relaxation of the surrounding medium. The inner reorganization
energy upon electron transfer consists of two terms

λ ¼ λ1ðAÞ þ λ2ðDÞ ð15Þ

λ1ðAÞ ¼ EðA�Þ � EðAÞ ð16Þ

λ2ðDÞ ¼ EðDÞ � EðDþÞ ð17Þ
here, E(A�) and E(A) are the energies of the neutral acceptor A
at the anionic geometry and optimal ground-state geometry,
respectively, and E(D) and E(D+) are, accordingly, the energies
of the radical cation at the neutral geometry and optimal cation
geometry. The calculated inner reorganization energy is 0.194
eV, which is similar to the pentacene/C60 solar cell (0.1 eV),3

calculated with DFT. The outer reorganization energy is equal to
the change in electronic polarization that arises as a result of the
whole (heterojunction and solvent molecule) geometric relaxa-
tion, while it is not easy to estimate quantitatively in solid state.
The previous experimental result of the smallest reorganization
energy of electron transfer in porphyrin�fullerene dyad is 0.23 +
0.11 eV,38 which is similar to the very small reorganization energy
in the photosynthetic reaction center (∼0.2 eV).39,40 In the case
of corrole�fullerene dyads in nonpolar solvent, the overall
reorganization energy is 0.5 eV.11 So, we assume here a value
of 0.5 eV for the overall reorganization energy in our calculations.
In the exciton dissociation and charge recombination, ΔG =

ΔGCT andΔGCR, respectively. TheΔGCR can be estimated with

ΔGCR ¼ EIPðDÞ � EEAðAÞ ð18Þ

Figure 9. Orientation of the y axis in the complex (perpendicular to
PDDTT).
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where EIP(D) and EEA(A) are the ionization potential of the
donor and electron affinity of the acceptor, respectively. These
quantities are normally estimated from the energies of the highest
occupied molecular orbital and lowest unoccupied molecular
orbital of the donor and acceptor, respectively.41 The calculated
ΔGCR = �1.388 eV. The ΔGCT can be estimated with the
Rehm�Weller equation42

ΔGCT ¼ �ΔGCR �ΔE0�0 � Eb ð19Þ
whereΔE0�0 is the energy of the lowest excited state of free-base
donor and Eb is the exciton binding energy. The calculatedΔGCT

is�0.272 eV. The negativeΔGCT means that electron transfer is
thermodynamically favorable.
The rates of exciton dissociation and charge recombination

can be calculated with

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4π3

h2λkBT

s
jVDAðS3Þ þ VDAðS4Þj2 exp � ðΔG þ λÞ2

4λkBT

 !

ð20Þ
The calculated rates of charge transfer and charge recombination
are 5.77 � 1011 and 3.76 � 105 s�1, respectively.

4. CONCLUSION

Photoinduced interface exciton�dissociation and charge�
recombination in PDDTT�PC60BM heterojunction for an organic
solar cell were investigated by means of quantum-chemical cal-
culations, stimulated by the recent experimental reports. It is
found that the PDDTT has broad spectral response with low
band gap. Also the PDDTT�PC60BM complex has a full range
absorption well covering the area from the ultraviolet to near-
infrared. The PDDTT�PC60BM heterojunction has small ex-
citon binding energy (0.205 eV), small free-energy change of
intermolecular charge transfer and large free-energy change in
intermolecular charge recombination, and small reorganization
energy (∼0.5 eV). There is strong charge transfer integral
(electronic coupling matrix element). Using the Marcus’s
theory of charge transfer it is predicted that this donor�acceptor
heterojunction has fast charge transfer (5.77 � 1011 s�1) and
slow charge recombination (3.76 � 105 s�1).
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