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Recently, X-ray crystallographic evidence of quinoidal charge delocalization in poly-p-phenylene cation radicals
was reported [Banerjee, M. et al.,J. Am. Chem. Soc.2007, 129, 8070]. In this paper, direct visual evidence
for quinoidal charge delocalization in quaterphylene (QP) is shown with three-dimensional (3D) charge
difference densities. It was revealed that the extra positive charge mainly localized on the two center units at
the ground state, while the extra positive charge will delocalize to the two outer units upon electronic state
transitions by photoexcitation. The 2D plots together with the corresponding charge difference densities were
interpreted as large distance-charge oscillations, implying that in the positive species upon excitation a nearly
free oscillating motion of a hole occurs. For the QP cation radical, the transition dipole moment of S1 represents
mesoscopic dipole antennae.

Introduction

The optoelectronic properties of conjugated polymers are of
interest because of their unique optical and electronic properties
as semiconductors and possible applications to light-emitting
diodes, photovoltaic devices, field-effect transistors, biosensors,
imaging devices, and solid-state lasers.1-5 Poly-p-phenylenes
(PPPs), as the simplest aromatic polymers, are potentially one
of the most useful classes of polymers for organic conducting
materials and organic polymeric ferromagnets because of their
extended planar conjugatedπ system, along with strength, high
heat resistance, and oxidative stability.6,7 It is well-known that
PPP becomes a highly conducting n- or p-type material when
it complexes respectively with either reductants (Na, K, or Li)
or oxidants (AsF5, SbF5, BF3, or PF6).8 The theoretical research
on conducting polymers has been mainly concerned with radical
and ionic sites, referred to as the neutral radical and charged
defects, respectively.

To study the influence of extra positive charge (cation radical)
on the structure of neutral poly-p-phenylenes (PPP), and to study
the charge redistribution of the PPP cation radical in the
electronic state transitions by photoexcitation, the oxidized
polyphenyl cation radical has been isolated, and the X-ray
crystallographic evidence of quiniodal charge delocalization in
PPP cation radicals was reported recently.9

In this paper, the electronic structure and charge transfer of
PPP cation radicals were studied theoretically. We first describe
the distribution of the extra positive charge at the ground state;
then we present the direct visual evidence for quinoidal charge
delocalization in quaterphylene (QP) in electronic state transi-
tions by photoexcitation with charge difference density
(CDD).10-13 To study the electron-hole coherence in the charge

transfer, exciton and oscillation of electron-hole pairs were
investigated with 2D site representation.12-14 The different
capabilities of charge transfer in different electronic state
transitions was interpreted with transition density measure-
ment.15

Methods

All of the calculations reported in this paper were carried
out using the Gaussian suite of programs.16 Thetert-butyl groups
at the terminal positions of QP (see the insert in Figure 1) in
the experiment were replaced by H in our calculations, because
they merely aid in improving solubility without affecting
electronic properties.17 The ground-state geometry of the QP
cation radical was optimized with density functional theory
(DFT),18 using B3LYP functional19-21 and 6-31G(D) basis set.
Vibrational frequency calculations at the same level of theory
were carried out, and there is no imaginary part (see Figure A
and Table A in Supporting Information), which confirms that
it was the minimum energy structure in the potential energy
landscape. The optimized minimum energy structure was used
for time-dependent DFT (TD-DFT)22 calculations using the same
functional and basis set to the optical absorption properties. In
our calculations the expected value of the total spin〈S2〉 ) s(s
+ 1) for the cation radical QP is 0.7608 before and 0.7501 after
annihilation of the first spin contaminant, indicating that the
spin contamination is negligible. To check the effect of the basis
set on the optical absorption properties, TD-B3LYP/6-311++G-
(2d,p)//DFT-B3-LYP/6-311++G(2d,p) were used to reproduce
the absorption spectrum.

To examine the influence of the solvent (dichloromehane in
the experiment in ref 9) on the absorption spectrum, the ground-
state geometry was calculated with the level of DFT-B3-LYP/
6-31G(D) and with the Polarizable Continuum Model (PCM),23

where the value of the dielectric constant isε ) 8.93. Vibrational
frequency calculations at the same level of theory were carried
out, and there is no imaginary part (see Figure B and Table B
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in Supporting Information), which confirms that it was the
minimum energy structure in the potential energy landscape.
The optimized minimum energy structure was used for TD-
DFT calculations using the same functional and basis set and
PCM for the absorption properties. In our calculations with the
solvent, the expected value of the total spin〈S2〉 ) s(s + 1) for
the QP cation radical is 0.7608 before and 0.7501 after
annihilation of the first spin contaminant, indicating that the
spin contamination is negligible.

The charge transfer in the QP cation radical in the electronic
state transitions was investigated with charge difference density.

The electron-hole coherence on the charge transfer was
investigated with 2D site representation. The orientation and
strength of the transition dipole moment of the QP cation radical
were revealed with transition density measurement.

Results and Discussion

1. Ground State Properties of the QP Cation Radical.
From the optimized ground-state properties in the gas phase,
the Mulliken charges calculated with the level of DFT-B3LYP/
6-31G(D) almost equally distribute on the four units (see Figure
1(a)), while considering the diffuse functional, the Mulliken
charges on the two central units are much larger than those on
the two outer units, and the ratio of extra positive charges on
the two outer units over all the extra positive charges is 37%
(see Figure 1(b), calculated with the level of DFT-B3-LYP/
6-311++G(2d,p)). So, the calculated distribution of Mulliken
charges in the ground state in the gas phase was affected by
the choice of the diffuse functional. With the diffuse functional,
the Mulliken charges on the two central units are larger than
those on the two outer units. Considering the solvent effect (the
interaction energy of the polarized solute-solvent is-37.29
kcal/mol), the Mulliken charge distribution (see Figure 1(c))
on the four units is similar to that of the results calculated with
DFT-B3-LYP/6-311++G(2d,p) in the gas phase. Comparing
them with the experimental result in ref 9, the distribution of
Mulliken charges in Figures 1(b) and 1(c) are consistent with
the experimental data (the charges on the two inner units are
larger than those on the two outer units in the experiment in
ref 9). The difference between the calculated extra positive
charge and the experimental results in the X-ray work in ref 9
is that the experimental asymmetric charge distribution attests
to the strong electronic coupling within the “shifted” dimeric
associates,9 which was not considered in the theoretical calcula-
tion.

2. Optical Absorption Spectrum of the QP Cation Radical.
The experimental twin absorption bands atλmax ) 490 and 1302
nm were reproduced with TD-DFT. The calculated transition
energies and oscillator strengths of the QP cation radical are
listed in Table 1. It is confirmed that the influence of the basis
set on the absorption spectrum in the gas phase is small for
this system. From the data in Table 1, the solvent effect causes
an absorption spectrum red-shift of about 50 nm for the first
peak, comparing the calculated electronic state transition ener-
gies in the gas phase, while for the shift of the second peak in
the absorption spectrum, the solvent effect is small. To check
the effect of the substitutions at the terminal positions on the
electronic state absorption, thetert-butyl groups of QP at the
terminal positions in the experiment were also replaced by CH3,
and the electronic state transitions were calculated with TD-
B3LYP/6-31G(D)//DFT-B3-LYP/6-31G(D) in the gas phase. It

Figure 1. The distribution of Mulliken charges on the four units in
the gas phase, which were calculated (a) with DFT-B3LYP/6-31G(D),
and (b) with DFT-B3-LYP/ 6-311++G(2d,p), and (c) the distribution
of Mulliken charges on the four units in solvent of dichloromethane,
which were calculated with DFT-B3LYP/6-31G(D) and PCM model.
The chemical structure of QP was inserted, where the numberings of
atoms were used in Figure 3. A, B, C, and D stand for four different
units in the abscissa, while in they-coordinate, the numbers stand for
the positive charges on the atoms in these units.

Figure 2. The charge difference densities of S1 and S8, where the green
and red stand for the hole and electron, respectively.
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can be found from Table 1 that the CH3 substitutions at the
terminal positions have little influence on the shift in the
absorption spectrum.

The difference between the experimental and theoretical
results in the optical absorption spectra is from the possible
impact of nuclear vibration. According to the report by Banerjee
et al., the structure of QP is warped.9 They insist that there is
charge delocalization in this kind of structure. Therefore, when
it is applied to artificial systems, it is expected that static or
dynamic effects from the nuclear vibration would cause fluctua-
tion in the electronic states. Another reason is that strong
electronic coupling9 between QP+ systems was not considered
in the calculation.

3. Excited-State Properties of Cation Radical QP in
Absorption. According to above analysis about the Mulliken
charge distribution on the four units and the calculated absorp-
tion spectrum, the calculation with the level of TD-DFT/B3LYP-
6-31G(D) and PCM can best reproduce the ground state
properties and absorption spectrum of QP in the experiment in
ref 9. So, the excited-state properties we studied below were
based on the results calculated with the level of TD-DFT/
B3LYP-6-31G(D) and PCM. The orbital transitions for elec-
tronic state transitions (the two peaks) in the absorption spectrum
are listed in Table C in the Supporting Information. In the
analysis of the excited-state properties of the QP cation radical
in optical absorption, only the strongest CI coefficients were
considered for simplification.

The excited properties of twin absorption peaks of the QP
cation radical were revealed with charge difference densities,
which allow us to follow the change of the static charge
distribution upon excitation. From the charge difference densities
of S1 and S8 in Figure 2, most extra positive charges move to
two outer units upon excitation, which were mostly localized
on the two central units at ground state (see Figure 1(c)). So,
by comparing the charge distributions at ground state (Figure
1(c)) and those at the excited states (Figure 2), direct visual
evidence for quinoidal charge delocalization in the PPP cation
radical can be clearly derived. It should be noted that “the
distribution of electron and hole” really refers to the difference
of their distributions between the ground and excited states.
Comparing the charge distribution at S1 and that at S8, one can

find that the most difference is between the distributions of hole
and electron at the two central units. For example, for S1, the
holes reside on the single bond which links two central phenyls,
while for S8, the electrons reside on single bonds which link
phenyls. Furthermore, the distribution of electron and hole on
the two central units are significantly different.

To study the detailed differences of charge distribution on
S1 and S8, the electron-hole coherences for these two excited
states were investigated with 2D site representation. The contour
plots of transition density matrixes can be seen in Figure 3,
where|Q|2 is a measure of the delocalization of the exciton as
a whole, while|P|2 describes the oscillation of electron and hole
from the atomic sites a and b.12 Clearly the exciton for S1 is
within two adjacent units (AB units and CD units, see|Q|2),
while the oscillation of electron-hole is between AB units and
CD units, which reveals that S1 is a strong charge transfer
(between AB and CD) excited state (see|P|2). The plots together
with the corresponding charge difference densities were inter-
preted as large distance-charge oscillations, implying that in
the positive species upon excitation a nearly free oscillating
motion of a hole occurs. In this way, the lowest electronic
transition of the cationic species can be seen as an “intraband”
excitation; electrons are excited inside the conduction band and
the corresponding holes in the valence band.24

Comparing|Q|2 of S1 and that of S8, a conclusion can be
derived that the exciton of S8 is not strongly localized within
two adjacent units ((AB units and CD units) but rather is much
delocalized. Comparing|P|2 of S1 and that of S8, the ability of
charge transfer between units of S8 is much weaker than that
of S1, which can also be confirmed by charge difference
densities in Figure 2. From the charge difference densities, all
the electrons transferred to the two central units for S1, while
there are still electrons on the single bonds that link the outer
and central units. Furthermore, there are still some electrons
on the outer units.

The transition dipole moment of S1 (along the molecular axis)
is stronger than that of S8, which can be seen in Table 2. The
transition density indicates that the transition dipole moment
for S1 is much stronger than that of S8, since the transition
densityFλ0 contains information about the spatial location of
the excitation and is directly related to the transition dipole10

From transition densities in Figure 4, the real space transition
densities for S1 show significantly different characteristic
features from that of S8. While the transition density for S8
alternates in sign on the conjugated chain, that of S1 is divided
into two regions with constant sign and a node in the central

TABLE 1: The Experimental and Theoretical Transition Energies (nm) and Oscillator Strength (f)

exptla calcd (solvent)b calcd (gas phase)c calcd (gas phase)d calcd (gas phase)e

Nm nm f nm f nm f nm f

S1 1302 1064.49 0.7525 1013.82 0.6090 1010.41 0.6116 1094.67 0.6730
848.09 0.0003 933.07 0.0002 904.26 0.0002 854.90 0.0004
843.31 0.0003 931.36 0.0002 902.17 0.0002 852.97 0.0002
778.47 0.0004 747.03 0.0001 736.02 0.0001 716.91 0.0001
733.04 0.0001 706.65 0.0000 691.54 0.0000 677.78 0.0000
629.67 0.0000 635.78 0.0000 631.44 0.0000 664.34 0.0000
446.39 0.0944 448.25 0.0341 445.98 0.0684 451.05 0.0869

S8 490 421.67 0.8842 413.02 0.8699 418.57 0.8502 426.58 0.9132

a Experimental result from ref 9.b Calculated result with TD-B3LYP/6-31G(D)//DFT-B3LYP/6-31G(D) and PCM model, where the dielectric
constant is 8.93.c Calculated result with TD-B3LYP/6-31G(D)//DFT-B3-LYP/6-31G(D) in the gas phase.d Calculated result with TD-B3LYP/6-
311++G(2d,p)//DFT-B3-LYP/6-311++G(2d,p) in the gas phase.e Calculated result with TD-B3LYP/6-31G(D)//DFT-B3-LYP/6-31G(D) in the
gas phase, where the H substituents of QP were replaced by CH3.

TABLE 2: Ground to Excited State Transition Electric
Dipole Moments (au and Debye) Calculated with
TD-B3LYP/6-31G(D) and PCM

X Y Z

au Debye au Debye au Debye

S1 5.1352 13.0434 0.0000 0.0000 0.0000 0.0000
S8 3.5034 8.8986 0.0000 0.0000 0.0000 0.0000

µλ,0 ) e∫ rFλ0(r)d
3r (1)

13268 J. Phys. Chem. B, Vol. 111, No. 46, 2007 Sun et al.
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ring. Thus, the transition dipole moment of S1 represents
mesoscopic dipole antennae, while the transition dipole moment
of S8 should rather be represented by a series of small transition
dipoles, one per monomeric unit.12 It should be noted that the
dipole moment calculated with eq 1 is the dynamic transition
dipole moment on the electronic state transition (µλ,0), not the
permanent static dipole moments at the ground and excited states
(µ0,0 andµλ,λ). Theµ0,0 andµλ,λ values should be quite small,
since the structure of QP is centrosymmetric.

Conclusion

The distribution of charge on the ground and excited states
were investigated with charge difference density, which shows
direct visual evidence for quiniodal charge delocalization in the
PPP cation radical. The 2D site plots together with the
corresponding charge difference densities were interpreted as
large distance-charge oscillations, implying that in the positive
species upon excitation a nearly free oscillating motion of a
hole occurs. The transition dipole moment of S1 represents
mesoscopic dipole antennae.
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